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Abstract

Word embeddings computed from human-
generated sources tend to encode a strong
discriminative gender bias which may affect
model output and performance downstream.
Double-Hard Debias (DHD) is one of the most
recent and effective approach for gender de-
biasing word embeddings (Wang et al., 2020).
We reproduce the DHD algorithm on GloVe
embeddings as done in the paper, and to add
our own baseline, we also test the algorithm
on BERTbase embeddings. Additionally, we
reproduce the word embedding association test
(WEAT) to measure debias performance, as-
sess gender-based clustering performance of
the most biased words on different embeddings,
and evaluate the debiasing algorithm using the
embedding concept categorization task to see
whether it preserves the distributional seman-
tics of the word embeddings. Using GloVe
embeddings, we are able to replicate values
given by the paper for WEAT and find close
alignment between the values we obtain and the
values reported by the paper on the categoriza-
tion task. However, we are unable to reproduce
as low of a clustering accuracy reported by the
paper for DHD GloVe embeddings. Finally,
we find that DHD does not significantly debias
BERTbase but appears to improve its perfor-
mance on the categorization task over GloVe.

1 Introduction

Detecting gender bias in a sentence, paragraph,
or speech is a challenging endeavor. Word em-
beddings are a powerful tool for word representa-
tion in natural language processing. Unfortunately,
word embeddings often inherit the gender bias of
the source corpus as some words are used more
often in male or female contexts. For instance,
words used to describe a profession, such as actor
or nurse, are often found to have large gender bias
across not just English but other languages as well

(Matthews et al., 2021). It is the case that this gen-
der bias in word embeddings propagates to further
downstream computations, often amplifying the
bias from the original source (Zhao et al., 2018).

The paper we replicate builds on top of the Hard
Debias algorithm (Bolukbasi et al., 2016) used to
debias word embeddings against this gender bias.
Wang et al. (2020) proposes a simple but effec-
tive technique, Double-Hard Debias (DHD), which
purifies the word embeddings against performance-
hindering information learned by the embeddings
(such as word frequency) prior to inferring and
removing the gender subspace.

2 Related Work

2.1 Measuring and Removing Bias in Word
Representations

To understand the Double-Hard Debias (DHD) al-
gorithm, it is important to first understand Hard
Debias as it was originally proposed by Bolukbasi
et al. (2016). A gender subspace (more specifi-
cally, a direction, as the subspace we take is one-
dimensional) is learned from the first principal
component of a set of embeddings for 10 pre-
defined male-female word pairs. The embeddings
are then projected onto the subspace orthogonal
to this gender direction to debias the embeddings.
In other words, each word embeddings vector is
transformed such that its projection onto the bias
subspace becomes zero. To evaluate a debias-
ing algorithm, Word Embedding Association Test
(WEAT) (Caliskan et al., 2017) can be used to de-
tect remaining bias. WEAT measurement does this
by comparing two sets of target words with two sets
of attribute words (e.g. male, female). The closer
the difference in similarity of the target words to
either of the attributes, the lower the bias. That is,
we are looking for measured WEAT scores to be
closer or below zero.



Mu et al. (2017) paper finds that the strongest
principal components encode word frequency infor-
mation which, when removed, leads to better per-
formance on several benchmark tasks. In the paper
whose experiments we replicate, Wang et al. (2020)
experimentally find that applying Hard Debias to
GloVe embeddings with their second principal com-
ponent projected out minimizes the accuracy that
the clustering algorithm achieves on the task of
recovering male and female clusters in the embed-
ding space. In this paper, we make a similar finding
when projecting the first principal component of
BERTbase word embeddings.

2.2 Overview of the Replicated Paper
The target paper by Wang et al. (2020) runs several
experiments on the following baselines:

• GloVe (non-debiased)

• GN-GloVe (debiased Gender-Neutral)

• GN-GloVe(wa) (gender dimension excluded)

• GP-GloVe (gender-preserving debiasing)

• GP-GN-GloVe (gender-preserving debiasing
on GN-GloVe)

• Hard-GloVe (Hard Debias on neutral GloVe,
preserves gender-specifi wordsc)

• Strong Hard-GloVe (Hard Debias on all
GloVe)

• Double-Hard GloVe (debias GloVe using
DHD).

These embeddings were then evaluated in the fol-
lowing ways:

• Training a coreference resolution model and
computing the performance difference be-
tween the pro-stereotype and anti-stereotype
subsets, where smaller difference would sug-
gest smalles gender bias

• Evaluating the efficacy of DHD using the
Word Embeddings Association Test (WEAT)

• Measuring the clustering accuracy of the most
biased words based on male or female associ-
ation

• Computing the accuracy of concept catego-
rization, which indicates retention of word
semantics

3 Method

The GitHub repository provided by Wang et al.
(2020) contains multiple Python notebooks with
code to produce the paper results. We pulled down
the repository, set up the environment, and re-ran
the provided experiments.

The DHD algorithm itself is the important
achievement of this paper, so we also replicated
it as described by the authors (Figure 1). We ran
our implementation on the provided GloVe embed-
dings. We likewise added a baseline where we
computed BERTbase embeddings on the provided
datasets and applied DHD on BERTbase.

Figure 1: The algorithm proposed by Wang et al. (2020)

3.1 Embeddings

The GitHub repository provided by Wang et al.
(2020) includes GloVe embeddings, as well as sev-
eral pre-debiased versions of GloVe embeddings.
We examine four of the latter: GN-GloVe, GP-
GloVe, Hard Glove, and Double-Hard Glove. We



also examine a version of Double-Hard Glove em-
beddings that we reconstruct by using our own
implementation of the DHD algorithm as defined
in the paper. Finally, we look at BERTbase em-
beddings and their debiased version as they are run
through our own DHD algorithm.

3.2 Evaluation

• WEAT scores. To evaluate the extent of de-
biasing that occurred, we replicate WEAT on
each of the embeddings we examine. The
WEAT alternative hypothesis tests for the
score to be greater than zero. Scores closer
to zero indicate less bias. Scores at or below
zero indicate no evidence for bias.

• Clustering accuracy. For the Glove, Double-
Hard Glove, Reconsructed Double-Hard
Glove, BERTbase, and Double-Hard BERT-
base embeddings, we examine the accuracy
that a clustering algorithm achieves on the
task of recovering male and female clusters in
the embedding space.

• Concept categorization. To evaluate the ex-
tent to which each debiased embedding has re-
tained proximity information (and is thus still
functionally useful), we assess performance
on versions of a concept categorization task.

4 Results and Discussion

4.1 PCA with BERTbase

As in Wang et al. (2020), we picked the top 1000
biased words (500 male and 500 female) using the
provided GloVe embeddings. By running Princi-
pal Component Analysis, we take each of the D’th
component and project all the embeddings onto
the subspace orthogonal to principal component
d = 1, 2, . . . , D. The set of projected embeddings
with the lowest clustering accuracy corresponds
to the principal component we ultimately project
away. On GloVe embedding, we confirm that re-
moving the second principal component produces
the lowest clustering accuracy (meaning lowest per-
ceived bias) as found by Wang et al. (2020) (Fig-
ure 2). On BERTbase embeddings, removing the
first principal component reduces the most bias
(Figure 3). That is, the top principal component is
the direction which most dominantly encodes the
gender space in BERTbase embeddings.

Figure 2: Clustering accuracy for top 1000 male- and
female-biased words for GloVe after projecting out D-th
dominating direction and applying Hard Debias. Lower
accuracy indicates less bias.

Figure 3: Clustering accuracy for top 1000 male- and
female-biased words for BERTbase after projecting out
D-th dominating direction and applying Hard Debias.
Lower accuracy indicates less bias.

4.2 WEAT Scores

For GloVe embeddings, the numbers we obtain in
Table 1 precisely match what is reported in the
paper. Note that the reconstructed Double-Hard
GloVe embedding performs in exactly the same
way as the already-debiased Double-Hard GloVe
embedding provided by Wang et al. (2020).

Observe that BERTbase is not significantly de-
biased by DHD (and WEAT against the Math &
Arts and Science & Arts word sets fails to find bias
in BERTbase itself). Generally, using BERT em-
beddings produces lower WEAT scores for Career
& Family sets of words than any other embedding
types. For Math & Arts and Science & Arts word
sets, no bias is found in either BERTbase of Double-
Hard BERTbase. This suggests BERTbase to be
a better embedding to use if gender bias is of con-
cern.

4.3 Clustering Accuracy

The Double-Hard GloVe embedding pre-debiased
by (Wang et al., 2020) achieves a clustering ac-
curacy of 62.25% across the top 200 male-and-
female-associated non-explicitly gendered words,
which is higher than the reported accuracy of 51.5%



Embeddings Career & Family Math & Arts Science & Arts

GloVe
1.8060***
(0.0000)

0.5529***
(0.1394)

0.8794*
(0.0361)

GN-GloVe
1.8211***
(0.0000)

1.2069**
(0.0059)

1.0244*
(0.0154)

GP-GloVe
1.8059***
(0.0000)

0.8739*
(0.0405)

0.9131*
(0.0329)

Hard GloVe
1.5466***
(0.0002)

0.0745
(0.4425)

-0.1623
(0.6241)

Double-Hard GloVe
1.5313***
(0.0002)

-0.0944
(0.5719)

-0.1496
(0.6142)

Reconstructed Double-Hard GloVe
1.5313***
(0.0002)

-0.0944
(0.5719)

-0.1496
(0.6142)

BERTbase 1.2592***
(0.0051)

-0.6637
(0.9036)

-0.4959
(0.8335)

Double-Hard BERTbase 1.2203***
(0.0064)

-0.3016
(0.7148)

-0.2568
(0.6796)

Table 1: Computed WEAT scores on sets of target words related to different fields. A positive score indicates the
presence of gender-biased associations. The p-values are provided in parentheses.

for top 100 and 55.5% for top 500. Interestingly
enough, despite obtaining the same WEAT score
as the pre-debiased embedding, our reconstructed
Double-Hard GloVe embedding achieves an even
higher clustering accuracy of 74.20%. For BERT-
base, we achieve a clustering accuracy of 90.90%
and 68.60% before and after DHD, respectively.

(a) BERTbase (b) Double-Hard BERTbase

(c) GloVe (d) Double-Hard GloVe

(e) Already Debiased Double-
Hard GloVe

(f) Reconstructed Double-
Hard GloVe

Figure 4: tSNE visualization of top 500 most male and
female embeddings.

Figure 4 presents a low-dimensional representa-
tion of the clustering algorithm run on different

embeddings. The blue and purple colors indicate
whether the embedding was classified as male or fe-
male respectively. The more mixed the two colors
are, the less biased the embeddings are. We note
that Already Debiased Double-Hard GloVe, Re-
constructed Double-Hard GloVe, BERTbase, and
Double-Hard BERTbase provide the lowest gender
bias based on the visualizations.

4.4 Concept Categorization

For GloVe embeddings, the numbers we obtain
here do not always exactly equal what Wang et al.
(2020) report in their paper but are close and highly
correlated (Table 2), suggesting that the different
values found here are a result of stochastic variation
in the evaluation tasks. We additionally find that
DHD improves the performance of BERTbase on
this task significantly.

5 Conclusion and Limitations

We were largely able to reproduce the numbers
reported in the Wang et al. (2020) paper that we
sought to replicate. We assessed the extent of de-
biasing with WEAT and the usefulness of the de-
biased embeddings with four versions of a con-
cept categorization task that leverages these em-
beddings. However, we were unable to reproduce
the numbers reported for the clustering accuracy
of Double-Hard GloVe, nor the extent of mixing
when visualizing the clusters of male and female



Embeddings AP ESSLI Battig BLESS
GloVe 59.35 72.09 49.94 81.00
GN-GloVe 56.86 68.22 48.82 85.00
GP-GloVe 56.11 68.99 49.55 78.50
Hard GloVe 63.09 74.42 51.01 84.50
Double-Hard GloVe 59.60 67.44 46.57 79.50
Reconstructed Double-Hard GloVe 59.60 67.44 46.33 79.50
BERT-Base 61.05 67.20 42.68 71.51
Double-Hard BERT-Base 73.68 70.40 48.05 76.97

Table 2: Purity of clustering performance into different categorical subsets. The evaluation was done on the
Almuhareb-Poesio (AP) dataset (Almuhareb, 2006), the ESSLLI 2008 (Marco Baroni and Lenci, 2008), the Battif
1969 set (Battig and Montague, 1969-06-01), and the BLESS dataset (Baroni and Lenci, 2011), same as in the
paper.

words.
WEAT fails to detect whether BERTbase is sig-

nificantly debiased using DHD, but the clustering
accuracy of male and female words for BERTbase
decreases after DHD is applied, suggesting that
debiasing has in fact occurred. BERTbase’s perfor-
mance on downstream concept categorization tasks
improves after applying DHD as well.

Overall, we’ve shown that BERTbase coupled
with Double-Hard Debiasing produces better per-
formance results than any embeddings suggested
by the original authors. We hope that this work en-
courages further research in reducing gender bias
of word corpus using other dimensions of word
embeddings in the future.
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